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De Finetti's theorem in Statistics and Information Theory

Abstract/MepiAnyn: De Finetti's representation theorem on exchangeability is a classical result in probability
and statistics, which goes back to the 1930s and has found numerous applications in statistics and machine
learning. It also admits a very appealing interpretation in connection with Bayesian statistics. In this talk we
will recall the classical finite de Finetti bounds of Diaconis and Freedman and their connection with sampling
bounds.

Next we will discuss some of the recent progress in proving finite de Finetti bounds using basic tools from
information theory, an approach which belongs in the general framework of re-establishing core probabilistic
results using information theoretic tools. We will also mention some of the future challenges in this area.
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